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What math has done for physics, computer science will do for biology.
Stanislaw Ulam
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Theorem. Eulerian trails in de Bruijn graphs are exactly the string reconstructions.
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What if | know that ATT always appears towards the start?
Problem. Eulerian Trails in Digraphs with Interval Cost functions (diET)

Given: Directed graph G = (V, E), interval function c: E — Z,,

Decide: Is there an Eulerian trail P = e4 ... e, in G suchthat
forallt € [m], t € c(e;)?
Map edge e to interval c(e) from [1, m]

123405 For some timestep t,

.‘\\3 4 ab = we call an edge e
[4, 5] [3,4] d bc NN available at ¢

[1,2 {\}—3 5] ] if t € c(e).
2,2 da
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Parameters
w  Width of the largest interval in ¢

k  Fragment length for the dBG

Known Our Results | |
It's enough if w/k is small!

In practice, k is often large

Algorithmic O(m - 4WW (e.g., accurate DNA reads)
Sl Not related to k at all

NP-hard for dBG NP-hard for dBG
Hardness with |Z| > 4 with [Z] > 2
[BPSS02]

(Hiding non-exponential factors of w.)

................................................................................ Also in the paper
Counting extensions for state-of-the-art and our new algorithms
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Ben-Dor et al. Algorithm

-

2
Theorem. There is a O(m - w'>4%)—time algorithm for diET. p
b

S
Construct a state graph M
| (0,2, w)‘v

Every state (t, v, S) consists of 0,b,0)" (0,c,0) (0,d,0)~--

@ {— atimestep t =1 \
: g C aEVirtae);et of unavailable edges {, é\"’ 0 (1, ,\{ab}) 4. b, ) (1,60 -
Add the state edge (t,v,S) — (t+1,u,8)if =2 be

@ vuis an edge available at t + 1 (2, b, {ab})(2, c\,;{bc})(%, vk 1ab, bc}LZ, d, 1})
® vuis not forbidden (i.e., notin S) t=3 cd cd—

® S’ includes v — u and all edges from S that (3, a, {da})‘/-- : (3,'d{bc, cd})---

are still available at t + 1

Path through the state graph —\Eilerian trail in the input graph W

Core insight. We do not need to remember edges that are not available anymore.
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Theorem. There is a O(m - w'>4%)—time algorithm for diET.

Core insight. We do not need to remember edges that are not available anymore.

Lemma. At any timestep t, there are at most 2w — 1 available edges.

Proof idea.

@ Any edge is available for at most w timesteps.
@ Therefore, if it is available in t, it must be used within the interval [t — w + 1, + w].
@ This interval has width 2w — 1.

Corrollay. At any timestep, there are at most 22~ < 4% choices for S.
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In dBGs, a node already encodes the labels of the last k — 1 edges!

How many paths of length 3 are there between these two nodes?

(ad) Tofaad) T o)
Core insight. We can remember the last w edges as a string!
Every state (t, v, S) consists of
B {— atimestep

B xc Ik _astring

@ The substrings of length k uniquely describe the the last w edges This is where the improvement
® Naively describing these edges would take kw characters<«— Dby a factor k comes from!

w log w

Theorem. There is a O(m -4« )—time algorithm for diET on dBGs.
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Core insight. We can remember the last w edges as a string!

w log w

Theorem. There isa O(m -4« )—time algorithm for diET on dBGs.

S

(0 AT)“W@@)‘(MA)
@ t =1 é \A\

(1,ATA) ..~ (1, TAA)

;

A
(2 ATAA) (2, TAAT)

= T(},TAAT)

Z
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Bonus: Another Application \ CWI_ VUL

Differential Privacy
Goal: Share data while

@ Allowing pattern matching (e.g., ’lhow many times does ATT appear?)
@ Preventing reconstruction M
(0, a, @)"

b,0) (0,¢,0) (0,d,0)--

Idea: Share all substrings of length k such that

O ;I'Or:/eerrese(l)ﬁ erq[ﬁ?gsagfglt;;e reconstructions (1, e\a, 0) (1 ,\{ ab}ll b, 0) ) (1,c,0) ---
® = where there are many Eularian trails in the dBG a‘b Xbc
® This should also hold given some domain knowledge ¢ | (2, b, {ab})(2, C\,{bC})(%a ¢,{ab,bc})2,d,{})---
cd Cld —
Approach: Count ETs (with or without ¢) (3,a, {da})* - ../{(;),,'d{bc, cd})- -

@ Count s-f-paths in state graph
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Bonus: NP-Hardness for |X| = 2

[log|V|]. Letid, € {A, T}* be a unique i

dforeachv e V
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Bonus: NP-Hardness for |X| = 2 T Ul
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Three types of edges e
® Always available c(e) = [1,m]

Idea. Choose T such that is exactly enough time to
visit n nodes with n — 1 edges

Edge
DN

w
\
“o= 'ﬁ'\‘ Non-edge P
\
S

/W"'—”/\/

B Only early c(e) =[1, T]

B Only late c(e) = [T+ 1, m]
v Node

vu
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